Image Error Reduction by Fusion Using Dual Tree Discrete Wavelet Transform
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Abstract—This paper is related to an image fusion system based on Dual Tree Discrete Wavelet Transform. This system reduces error in the fused image. The various error parameters analyzed are Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Normalized Absolute Error (NAE), Maximum Difference (MD).
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I. INTRODUCTION

The image fusion research is mainly due to the contemporary developments in the fields of multi-spectral, high resolution, robust and cost effective image sensor design technology. Since last few decades, with the introduction of these multi-sensory imaging techniques, image fusion has been an emerging field of research in remote sensing, medical imaging, night vision, military and autonomous vehicle navigation, remote sensing, concealed weapons detection, various security and surveillance systems applications. There has been a lot of improvement in dedicated real time imaging systems with the high spatial, spectral resolution as well as faster sensor technology. The solution for information overloading can be met by a corresponding increase in the number of processing units, using faster Digital Signal Processing (DSP) and larger memory devices. This solution however, can be quite expensive. Pixel-level image fusion algorithms represent an efficient solution to this problem of operator related information overload. Pixel Level fusion effectively reduces the amount of data that needs to be processed without any significant loss of useful information and also integrates information from multi-spectral sensors. Explicit inspiration for the research work has come from the necessity to develop some competent image fusion techniques along with the enhancement of existing fusion technologies. Furthermore, a Non-Destructive Testing (NDT) has been a popular analysis technique used in industrial product evaluation and for troubleshooting in research work without causing damage which can also save both money and time. The proposed novel fusion methods in this work also exhibit improvement with respect to objective as well as subjective evaluation point of view as compared to some of the existing image fusion techniques.

PCA and other image fusion techniques are not so efficient and had numerous limitations. Thus to overcome them a new enhancement is made. The main disadvantage of Pixel level method is that this method does not give guarantee to have a clear objects from the set of images. These methods are complex in fusion algorithm, required good fusion technique for better result and final fused image has a less spatial resolution. To overcome all the issues a new implementation is done using dual tree discrete wavelet transform (DT-DWT) technique. In this work image fusion system using DT-DWT technique is proposed. By using DT-DWT various errors introduced in the image either during capturing or during transmission are reduced and hence quality of the fused image is enhanced.

II. DUAL TREE DISCRETE WAVELET TRANSFORM (DT-DWT)

The classical discrete wavelet transform (DWT) provides a means of implementing a multiscale analysis, based on a critically sampled filter bank with perfect reconstruction. However, questions arise regarding the good qualities or properties of the wavelets and the results obtained using these tools, the standard DWT suffers from the following problems described as below:

1. Shift sensitivity: It has been observed that DWT is seriously disadvantaged by the shift sensitivity that arises from down samples in the DWT implementation.
2. Poor directionality: an m-dimension transform (m>1) suffers poor directionality when the transform coefficients reveal only a few feature in the spatial domain.
3. Absence of phase information: filtering the image with DWT increases its size and adds phase distortions; human visual system is sensitive to phase distortion. Such DWT implementations cannot provide the local phase information.

In other applications, and for certain types of images, it is necessary to think of other, more complex wavelets, which
gives a good way, because the complex wavelets filters which can be made to suppress negative frequency components. The complex wavelet transform has improved shift-invariance and directional selectivity. This analyzes the signal by two different DWT trees, with filters chosen so that at the end, the signal returns with the approximate decomposition by an analytical wavelet. The dual-tree structure has an extension of conjugate filtering in 2-D case. Because of the existence of two trees the second noise coefficients moments from such decomposition can be precisely characterized. The DT-DWT ensures filtering of the results without distortion and with a good ability for the localization function and the perfect reconstruction of signal. Moreover, the dual-tree DWT can be used to implement 2D wavelet transforms where each wavelet is oriented, which is especially useful for image processing.

III. PARAMETERS UNDER CONSIDERATION

Image Quality is a characteristic of an image that measures the perceived image degradation (typically, compared to an ideal or perfect image). Imaging systems may introduce some amounts of distortion or artifacts in the signal, so the quality assessment is an important problem. There are several techniques and metrics that can be measured objectively and automatically evaluated by a computer program. Therefore, they can be classified as Full Reference Methods (FR) and No-Reference Methods (NR). In FR image quality assessment methods, the quality of a test image is evaluated by comparing it with a reference image that is assumed to have perfect quality. NR metrics try to assess the quality of an image without any reference to the original one.

The image quality indices try to figure out the some or the combination of the various factors that determine the quality of the image. Some of the parameters analyzed in this dissertation work are

1. **Mean Square Error (MSE):**

\[
MSE = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} (A_{ij} - B_{ij})^2
\]

Where \( m \) is the height of the Image implying the number or pixel rows.

\( n \) is the width of the image, implying the number of pixel columns.

\( A_{ij} \) being the pixel density values of the perfect image.

\( B_{ij} \) being the pixel density values of the fused image.

Mean square error is one of the most commonly used error projection method where, the error value is the value difference between the actual data and the resultant data. The mean of the square of this error provides the error or the actual difference between the expected/ideal results to the obtained or calculated result.

Here, the calculation is performed at pixel level. A total of \( m \times n \) pixels are to be considered. \( A_{ij} \) will be the pixel density value of the perfect image and \( B_{ij} \) being that of the fused image.

The difference between the pixel density of the perfect image and the fused image is squared and the mean of the same is the considered error. MSE value will be 0 if both the images are identical.

2. **Maximum Difference (MD)**

\[
MD = \max \left( |A_{ij} - B_{ij}| \right), \quad i=1,2,...m; \quad j=1,2,...n
\]

Where \( m \) is the height of the Image implying the number or pixel rows.

\( n \) is the width of the image, implying the number of pixel columns.

\( A(i,j) \) being the pixel density values of the perfect image.

\( B(i,j) \) being the pixel density values of the fused image.

Maximum Difference is a very simple metric that gives us the information of the largest of the corresponding pixel error. The difference between each of the corresponding pixel densities is calculated. The biggest difference value of these is considered as the metric here. This metric reflects a high value when in any part of the two images, a significant difference exists.

3. **Root Mean Square Error (RMSE)**

A commonly used reference based assessment metric is the RMSE. The RMSE will measure the difference between a reference image, \( R \), and a fused image, \( F \), RMSE is given by the following equation

\[
RMSE = \sqrt{\frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} (R(m,n) - F(m,n))^2}
\]

where \( R(m,n) \) and \( F(m,n) \) are the reference and fused images, respectively, and \( M \) and \( N \) are image dimensions. Smaller the value of the RMSE, better the performance of the fusion algorithm.
4. Normalized Absolute Error (NAE)

\[ NAE = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} |A_{ij} - B_{ij}|}{\sum_{i=1}^{m} \sum_{j=1}^{n} A_{ij}} \]

Where \( m \) is the height of the image implying the number of pixel rows.
\( n \) is the width of the image, implying the number of pixel columns.
\( A(i,j) \) being the pixel density values of the perfect image.
\( B(i,j) \) being the pixel density values of the fused image.
This is a metric where the error value is normalized with respect to the expected or the perfect data. That is, the net sum ratio between the error values and the perfect values is calculated. The net sum of the error value which is the difference between the expected values and the actual obtained values is divided by the net sum of the expected values.

5. Mean Absolute Error (MAE):
The mean absolute error (MAE) is a quantity used to measure how close forecasts or predictions are to the eventual outcomes. The mean absolute error is given by
\[ MAE = \frac{1}{n} \sum_{i=1}^{n} |f_i - y_i| = \frac{1}{n} \sum_{i=1}^{n} |e_i| \]
the mean absolute error is an average of the absolute errors
\[ |e_i| = |f_i - y_i| \]
Where \( f_i \) is the prediction and \( y_i \) the true value. Note that alternative formulations may include relative frequencies as weight factors.
The MAE measures the average magnitude of the errors in a set of forecasts, without considering their direction. It measures accuracy for continuous variables. Expressed in words, the MAE is the average over the verification sample of the absolute values of the differences between forecast and the corresponding observation. The MAE is a linear score which means that all the individual differences are weighted equally in the average.

V. Steps Involved in the Proposed Algorithm
Steps involved in the proposed system are:
1. The test (reference) image and the two images to be fused are read.
2. These images are converted to double data.
3. The two images are fused using DT-DWT first and then by PCA.
4. Original images and the fused images with DT-DWT and PCA are generated at the output.
5. Comparison of fused images (with DT-DWT and PCA both) is done with respect to reference image based on different error parameters like MSE, RMSE, MAE.

Figure 2: Simulation flow chart.

The proposed system simulation outputs are as under.

Figure 3: Original image1 and image2.

Figure 4: Fused image output using PCA.
The figure 3 shows the original images are to be fused. Figure 4 and 5 shows the fused images outputs using Principle Component Analysis (PCA) and Dual Tree Discrete Wavelet Transform (DTDWT) respectively. From image outputs it can be seen that the image fusion output image with DTDWT is much better than that with PCA.

Table 1: Various error parameters values obtained by image fusion using PCA and DTDWT.

<table>
<thead>
<tr>
<th>SNO</th>
<th>METHODS</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>NAE</th>
<th>MD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PCA</td>
<td>90.866</td>
<td>9.5291</td>
<td>3.2394</td>
<td>0.0142</td>
<td>107.8362</td>
</tr>
<tr>
<td>2</td>
<td>DTDWT</td>
<td>5.0510</td>
<td>2.2541</td>
<td>1.0518</td>
<td>0.0046</td>
<td>36.5738</td>
</tr>
</tbody>
</table>

Table 1 shows values of MSE, RMSE, MAE, NAE and MD obtained by image fusion using PCA and DTDWT. From the table it can be seen that the error in fused image with DTDWT is less as compared to that with PCA. Hence the quality of fused image with DTDWT is higher as compared to PCA.

VI. CONCLUSION

The objective of this work is to develop an efficient image fusion system using Dual Tree Discrete Wavelet Transform (DT-DWT) which can reduce errors in the fused image in comparison to other prevalent traditional image fusion methods like PCA. In the proposed system outputs are derived for image fusion using DTDWT and PCA. Both the methods, are compared on the basis of various error parameters like MSE, RMSE, MAE, NAE and MD. The results show that the proposed system is better than the existing system and hence it can be concluded that the image fusion system performance has increased.
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